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Abstract. Mesh Network Topological Optimization and Routing (MENTOR) II 
algorithm is a low complexity and efficient networks design algorithm for IP 
networks with OSPF routing protocol. This study explores the impact of design 
parameters on routing performance of 120 MENTOR-II networks. The routing 
performances of each network at normal load and at congestion threshold are 
calculated and compared with the optimum solution. It is found that the routing 
performances depend on the initial tree used in the MENTOR-II algorithm, as 
well as the allowable minimum and maximum link utilization. MENTOR-II 
networks start with shortest path tree give better routing performance than that 
start with minimum spanning tree. The routing performances keep very close to 
that of the optimal when the gap between maximum and minimum utilization is 
small and get as worse the gap increase.  
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1   Introduction 

MENTOR (Mesh Network Topological Optimization and Routing) [1] is a high-speed 
and very efficient heuristic network design algorithms. MENTOR is flexible and can 
be used to design virtual circuit packet switching networks such as Frame Relay, 
ATM or even MPLS. However, MENTOR cannot be directly applied to designed IP 
router network.  This is because the traffic flow assignment done by MENTOR 
algorithm are not always the shortest path routing and equal cost multi path routing 
(ECMP). To solve the problem, Cahn et al. [2] proposed a modified version of 
MENTOR called MENTOR-II. In MENTOR-II, only single path routing is 
considered and appropriate link weights are assigned to the installed links such that 
the traffic always routed on the path with minimum distance. Since MENTOR-II is a 
heuristic algorithm, the traffic assignment is not always optimal and depends on 
network design parameters such as the maximum and minimum link utilization.  

This paper investigates the relation between design parameters and the routing 
performance of MENTOR-II networks. The performances at normal load and at 
threshold of congestion of MENTOR-II flow assignment are calculated and compared 
with the optimum solution obtained by solving the linear programming. 
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2   Problem Formulation 

2.1  MENTOR-II Algorithm 

MENTOR algorithm [1] starts by selecting a good spanning tree that connected all 
nodes of the network. Then, for any two end nodes, direct link is considered first to 
serve the traffic between them. A direct link is installed if the utilization is between 
the maximum and minimum allowable utilization. All or a portion of traffic may be 
overflowed to next direct path if the traffic can be bifurcated. Otherwise, all or no 
traffic are overflowed the next direct path. The characteristics of network obtained by 
MENTOR algorithm are (1) traffic demands are routed on relatively direct paths (2) 
links have reasonable utilization and (3) relatively high capacity links are used.  

MENTOR-II [2] is similar to MENTOR but while considering a direct link to serve 
traffic demand between 2 end nodes, it calculated an appropriate link cost for the 
direct link based on ISP algorithm so that OSPF/IS-IS routers always direct traffic 
through a desired single shortest path route. 

MENTOR-II gives fairly good results. However, the impact of design parameters, 
e.g. the maximum allowable utilization ρ, the different between maximum and 
minimum utilization s and α which is used to determined the type of spanning tree on 
the performance of traffic routing are not yet studied before. 

2.2 Objective Function 

Given a network represented by directed graph G = (N, A), it is suggested in [4] to 
measure the routing performance by cost a function 

Φ = ∑
∈Aa

φa(la, ca),  (1) 

where ca and la denote link capacity and traffic load associated with link a∈A. And 
φa(la, ca) is an M/M/1 queuing theory style link cost function given by  

φa(la, ca) = la / (ca − la) (2) 

Equation (1) implies that it is more expensive to send flow along arcs whose loads 
approach capacity. However, (1) cannot be used as an objective function for linear 
programming technique especially when la ≥ ca. To overcome this problem, la /(ca − la) 
is approximated by a piece-wise linear function. As a consequence, the optimal 
routing problem can be formulated as the follows [4]. 

Min Φ = ∑
∈ Aa

φa (3) 

Subject to:  
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(4) 

φa ≥  la a∈A, 
φa ≥  3la – 2/3ca a∈A,  
φa ≥  10la – 16/3ca a∈A,  
φa ≥  70la – 178/3ca a∈A,  
φa ≥  500la – 1468/3ca a∈A,      
φa ≥  5000la – 19468/3ca a∈A,   

 la = ∑
∈Nt

fa
s,t a∈A,    

fa
s,t ≥  0 a∈A; t ∈N.  

(5) 
(6) 
(7) 
(8) 
(9) 

(10) 
(11) 

 
(12) 

Constraint (4) is flow conservation constraints. Constraints (5) – (10) describe the cost 
function. Constraint (11) define the load on each arc where fa

st is the amount of traffic 
flow from node s to t that pass through arc a. 

It should be note that the traffic assignment performed by MENTOR-II algorithm 
is single shortest path routing and the amount of total traffic on each link is limited by 
the maximum utilization ρ [6].  As a result, the following constraints (13) – (15) must 
be included to solve optimal routing. 

la / ca ≤  ρ.  (13) 

fa
s,t ≤ ts

vusplit ,
,

 * dst ,        ts
vusplit ,
,
∈{0, 1}, 

∑
∈Nv

ts
vusplit ,
,
  ≤   1. 

(14) 

(15) 

The optimum solutions used to compare with MENTOR-II networks in section 3 
are obtained by solving (4) subject to (5) – (15).  

In order to make possible comparisons across different network sizes and 
topologies, in stead of (3), Fortz et al [4] defined a normalizing cost as  

Φ* = Φ / ΦUNCAP (16) 

In the equation ΦUNCAP is normalized scaling factor 
  ΦUNCAP = ∑

∈NxNts,

ds,ths,t (17) 

where hst = minimum hop count between s and t. 

3   Performance Evaluations 

3.1  Network Generations 

In order to evaluate the routing performance of MENTOR-II algorithm, a number of 
10-node networks are generated. For each network, only full-duplex link with 
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multiple 155 Mbps channels are considered. The total 120 networks are generated as 
follows. First, DELITE [3] is used to synthesize 4 sets of 10 nodes N1, N2, N3 and 
N4. Each set has different location distributions obtained by varying SEED parameter. 
The traffic demand matrix for each set is also generated by DELITE with default 
setting and total traffic in and out of each node are set to 200 Mbps. For each set, two 
groups of networks corresponding to Minimum Spanning Tree (α=0) and Shortest 
Path Tree (α=1) are generated. For each type of spanning tree, 15 networks are 
generated by varying of ρ, ρ ∈ (0.4, 0.5, 0.6) and s, s ∈ (0.0, 0.1, 0.2, 0.3, 0.4).  

3.2  Routing Performances 

For each of 120 MENTOR-II networks, the normalized MINTOR-II routing cost and 
the normalized optimum solution are calculated. The optimal solution is obtained by 
solving integer linear programming problem proposed in section 2.2 by GLPK [6].  

The performance of MENTOR-II routing at normal load condition is measured by  
% of cost different from optimality (C∆ ) [5] 

100
*

**

×
Φ

Φ−Φ
=∆

O

OMC , (3) 

where Φ∗
M and Φ∗

O , respectively, are normalized routing cost of MENTOR-II 
algorithm and the optimum solution measured at demand used to design the network. 

To evaluate the performance at threshold of congestion (Φ∗= 10⅔), normalized 
cost of MENTOR-II and the optimal solution are calculated for different scaling of 
projected demand matrix. The performance of routing at the threshold of congestion is 
measured by % of demand different from optimality (D∆ ) [5] 

100×
−

=∆
O

OM

D

DD
D , (19) 

where DM and DO, respectively, are the scaling traffic demand of MENTOR flow 
assignment, and that of optimum solution measured when Φ∗= 10⅔.  

3.3  Experiment Analysis 

To make clear relation between routing performances and design parameters, ∆C 
and ∆D of the same α, ρ and s are averaged, and plotted versus the ∆U= sρ  

Fig.1-2 showed that, for MENTOR-II network with α =0, both average ∆C and ∆D 
get large as ∆U increase and tend to even larger as maximum utilization ρ increase.    
This means the performance of the network will close to that of the optimum if the 
different between the maximum and minimum utilization decrease. The performance 
is even better if maximum utilization increase, i.e. more spare capacity. 

In Fig.3-4, for α =1, the networks give better performance than networks with α 
=0. This is because most of the obtained networks are spanning trees, their 
performances are the same as that of the optimum, i.e. average ∆C and ∆D are 0 for 
most values of the ∆U and maximum utilization. The MENTOR-II network with α =1 
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also tends to give better performance when the gap between the maximum and 
minimum utilization decrease. 

 
(Max.U.- Min.U.) VS. average ∆C% of network with Alpha=0
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Fig.1 Average ∆C vs. ∆U for Alpha=0 

 
(Max.U.- Min.U.) VS. average ∆D% of network with Alpha=0
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Fig.2 Average ∆D vs. ∆U for Alpha=0 

 
 

(Max.U.- Min.U.) VS. average ∆C% of network with Alpha=1
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Fig.3 Average ∆C vs. ∆U for Alpha=1 
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(Max.U.- Min.U.) VS. average ∆D% of network with Alpha=1
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Fig.4 Average ∆D vs. ∆U for Alpha=1 

4   Conclusion 

This study has explored the relations between design parameters and traffic routing 
performance of MENTOR-II algorithm. Traffic routing of 120 MENTOR-II networks 
have been analyzed in term of performances at normal load and when starting to 
congest. It can be concluded that the MENTOR-II networks start with shortest path 
tree (α =0) tends to give better routing performance than that start with minimum 
spanning tree (α =1). In term of allowable link utilization, the routing performances of 
MENTOR-II keep very close to the optimal result when the gap between the 
maximum and minimum utilization is small and get worse as the gap increase. 
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